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ABSTRACT
The prosperity of massive open online courses provides fodder for

plentiful research efforts on adaptive learning. However, current

open-access educational datasets are still far from sufficient to meet

the need for various topics of adaptive learning. Existing released

datasets often cover only small-scale data, lack fine-grained knowl-

edge concepts. They are even difficult to curate and supplement due

to platform limitations. In this work, we construct MOOCCubeX, a

large, knowledge-centered repository consisting of 4, 216 courses,

230, 263 videos, 358, 265 exercises, 637, 572 fine-grained concepts

and over 296 million behavioral data of 3, 330, 294 students, for

supporting the research topics on adaptive learning in MOOCs.

Licensed by XuetangX, one of the largest MOOC websites in China,

we obtain abundant and diverse course resources and student behav-

ioral data and are permitted to make subsequent periodic updates.

We propose a framework to accomplish data processing, weakly

supervised fine-grained concept graph mining, and data curation to

improve usability and richness. Based on the fine-grained concepts,

we re-organize the data from the knowledge perspective and acquire

more external learning resources from the web. Our repository is

now available at https://github.com/THU-KEG/MOOCCubeX.

CCS CONCEPTS
•Applied computing→ Education; • Information systems→
Extraction, transformation and loading; Data mining.
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1 INTRODUCTION
Education is not the filling of a pail, but the lighting of a fire. Stimulat-

ing and addressing the needs of each individual learner has always

been the goal of generations of educators. Adaptive learning [18],

also known as adaptive teaching, was proposed with this expecta-

tion. Different from traditional learning (e.g. courses in classrooms)

that presents the same material to all learners, adaptive learning

aims at providing personalized learning items tailored to individ-

ual learners. Facilitated by the prosperity of Massive Open Online

Courses (MOOCs), researchers make plentiful efforts and summa-

rize three important directions, including (1) Adaptive Content, i.e.

modeling and organizing the learning materials with text mining

or knowledge discovery [23, 41]; (2) Adaptive Assessment, i.e. esti-

mating the students’ mastery on skills via cognitive diagnosis or

knowledge tracing [2, 29]; (3) Adaptive Sequence, i.e. recommend-

ing appropriate items or optimal learning paths to learners [1, 21].

Despite the increasing research interests, existing educational

datasets are gradually failing to meet the needs of systematic re-

search on adaptive learning, due to the following challenges:

• Insufficient Data Coverage: Most of the educational datasets

are built for a certain task or method, e.g., Chen et al. constructs a

dataset only for prerequisite-based knowledge tracing [2] and Yu

et al. build datasets only for concept discovery [41]. These datasets

were not originally designed to cover the entire learning cycle of

students, which makes them difficult to support the exploration of

new settings or to systematically analyze the associations between

tasks [31]. However, the regulation of online education platforms

has greatly increased the difficulty of accessing data, which not only

limits the size of education datasets but also makes them almost

impossible to maintain and update. Once a dataset lacks a specific

type of data, it will be very hard to be replenished effectively.

• Coarse Concept Granularity: Adaptive learning relies on

accurate knowledge modeling of students and learning resources.

Yet existing datasets are far from sufficient to meet this requirement,

e.g. Assistment2009 [7] only contains 101 coarse-grained concepts

for knowledge tracing. Based on such data, we can only roughly

estimate what subjects the student is better at, rather than his mas-

tery of specific knowledge. However, due to the mismatch between

the high cost of expert annotation [24, 41] and the explosive growth

of learning resources, constructing fine-grained knowledge concept

graphs for learning resources is seriously challenging.

https://github.com/THU-KEG/MOOCCubeX
https://doi.org/10.1145/1122445.1122456
https://doi.org/10.1145/1122445.1122456
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• Limited Data Curation: As mentioned above, diverse teach-

ing resources (e.g., courses, exercises, and even blogs) and rich

student behaviors (e.g., video watching, assignments, exams) are in

the consideration of adaptive learning. The diverse distribution of

data from these heterogeneous sources imposes high demands on

data fusion and organization. Consequently, existing attempts are

often small in scale, e.g., TutorialBank [8] only involves less than

1, 000 resources. How to organize the heterogeneous educational

resources to facilitate access, use, and retrieval by researchers on

different topics remains an important challenge.

Therefore, we propose MOOCCubeX, a large open-access repos-

itory for adaptive learning. Licensed by XuetangX
1
, one of the

largest MOOC websites in China, MOOCCubeX integrates 4, 216

courses, 230, 263 videos, 358, 265 exercises and over 296 million

diverse behavioral data of 3, 330, 294 students. Based on these re-

sources, we propose a framework for constructing a fine-grained

concept graph via weak supervision, which contains over 600k

concepts. The concept system is then employed in the effective

organization, representation and retrieval of the resources. Fur-

thermore, we also release several toolkits for the refinement and

usage of this repository, so that researchers can conveniently build

high-quality datasets for diverse topics.

Contributions. Our contributions can be divided into three

parts:

(1) A large, freely available, high-coverage education collection

based on the massive open online courses;

(2) A general framework for weak supervised fine-grained knowl-

edge concept acquisition and concept-centric data organization;

(3) A series of toolkits that can be employed to replicate, analyze,

and extend the repository, and to assist with constructing new

datasets for adaptive learning.

2 BACKGROUND
2.1 Adaptive Learning
Adaptive learning, also known as adaptive teaching, is the delivery

of custom learning experiences that address the unique needs of an

individual through just-in-time feedback, pathways, and resources,

rather than providing a one-size-fits-all learning experience [18].

This topic is highly associated with educational data mining, inter-

active design, and learning analytics [1]. It is widely accepted that

adaptive learning includes three main research directions.

Adaptive Content. Also known as expert model, this direction
aims to model the learning materials, which generally employ the

methods of data mining [41], knowledge extraction [8] and natural

language processing [24] for resource organization and comparison.

Adaptive Assessment. Also know as student model, this direc-
tion aims to model the students. Such attempts also come from

Learning analytics, e.g., cognitive modeling and knowledge trac-

ing [2, 29], which requires the analysis of the records of students’

problem-solving.

Adaptive Sequence. A core module for adaptive learning, also

known as instruction model, needs to fully consider the students’

historical performance, knowledge states, and candidate resources

to plan the learning path or recommend the next learning item.

1
https://www.xuetangx.com/

Existing related studies associate it with sequence recommendation,

knowledge structure acquisition, etc [1, 21, 39].

Researchers have also worked on building a unified theoretical

system [31] for educational applications, but exploration in these

directions is still in its infancy. MOOCCubeX can provide a platform

and fodder for related topics.

2.2 Educational Datasets
With the growing research community and influence, several open-

access education datasets are built for different tasks. According to

the main idea of construction, these datasets can be divided into

learner-centered and resource-centered.
The learner-centered datasets, e.g., ASSISTment [9, 28], KDD

Cup [5], EdNet [3], organize the data by mainly considering the be-

havioral data from students so that they can better support the tasks

of student modeling and cognitive modeling. The resource-centered
datasets, e.g., PRL [23], UniCourse [20] and TutorialBank [8], regard

learning resources as the subject of data organization. They can

better support the modeling of learning resources, with the help of

techniques such as concept extraction and relation mining.

However, these datasets are designed only for a particular task

and method, and limited in scale. They not only fail to meet the

exploration of more advanced tasks but even struggle to support

the enhancement of existing methods if needing more types of

data. To alleviate this problem, we have previously tried to build

a heterogeneous MOOC knowledge base, MOOCCube [40], with

an initial attempt to integrate the two dataset construction ideas.

However, MOOCCube has many inherent design flaws, including

the lack of data types, too coarse granularity, insufficient data size,

and lack of extension tools. Therefore, we re-collect the data and

design a brand new data repository, MOOCCubeX, to be released

as its full version in order to provide an open and abundant data

resource for relevant researchers.

3 DATA AND FRAMEWORK
Our data comes from XuetangX, a partner of edX. The system was

launched in October 2013 and up to May 31th, 2021, it has offered

over 6, 000 courses (including courses from Tsinghua University,

Peking University, and edX courses from MIT, Stanford, UC Berke-

ley, etc.) and attracted 4, 500, 000 registered users. XuetangX pro-

vides a wealth of learning resources, allowing users to freely enroll

in courses and participate in a complete learning process including

video learning, homework exercises, and discussions. These data

are highly correlated and well-maintained, so we use them as an

ideal basis for MOOCCubeX. In this section, we first describe how

to obtain raw data from XuetangX, and then introduce the design

of our technical framework, which finally completes a large-scale,

high-coverage knowledge repository for adaptive learning.

3.1 Raw Data Collection
3.1.1 Course Resource. The starting point for MOOCCubeX is ob-

taining course data from XuetangX. After eliminating test courses

and deactivating courses, we first collect detailed information on

the obtained 4, 216 courses. At this stage, the name and description

of each course are stored as text type, and each course is assigned

https://www.xuetangx.com/
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Figure 1: The structure of the MOOCCubeX repository and the construction framework.

a course id. As shown in Figure 1, courses in MOOCs are not inde-

pendent. A course consists of multiple teaching chapters [26], and

a chapter is usually composed of a series of videos and exercises.
Such structured information is also very important, so we then

focused on the collection of course-related information, including

the syllabus of the course, and the list of resources it contains (in-

cluding videos, exercises, and comments), saved as the list type.
Furthermore, we preserve the teacher and school of the course, with
their introduction crawled from the web. This kind of informa-

tion can build associations for courses and support related tasks

such as teaching style detection. After completing the collection

of course information, we dive deeper into the obtaining of each

course resource:

Video. 4, 216 courses provide 2, 798, 892 pre-recorded videos,

which are the main knowledge carriers for online learning. We

record the title of each video, as well as the name of the chapter

it is in, as text type. Moreover, for each video, we preserve video

subtitles with a timeline, i.e. for each sentence in the subtitles,

researchers can easily find out its start time and end time (to the

millisecond level). Each video has a video id which serves as the

identifier of the video (starting with V_).
Exercise.We also obtain 358, 265 exercises from courses in Xue-

tangX. Exercises consist of one or more problems, which are the

important resources used in the learning evaluation process. We

assign the exercise id as the identifier (Starting with Ex_), and then

we crawl the problems of this exercise. MOOCCubeX preserves the

correspondence between exercise id and problem id (starting with

Pm_). We employ 0, 1, and 2 to identify the problem types: Single

choice, multiple choice, or subjective problems. Each of the choices

and the standard answer of the problem are also collected. Finally,

we get 2, 454, 397 individual problems.

3.1.2 Student Behavior. Besides the static course resources, the

various types of student behaviors are also essential for adaptive

learning research, which helps the modeling of student’s learning

intents [10], cognitive levels [2, 29] and social activities [22]. There-

fore, we collect granular records from XuetangX, including student

profiles, video watching, exercises, and discussions. These behav-

iors are naturally linked to the course resources. Although getting

the license from the platform, we still need to carefully perform

desensitization operations such as anonymization during the data

processing.

Student Profile. Crawling from the MOOC platform, we pre-

serve the gender, location, age, and grade level of 3, 330, 294 students.

To prevent privacy disclosure, we remove sensitive user data (such

as names, phone numbers, emails, etc.) during collection. Further-

more, before the storage of user data, we employ anonymization

and static masking techniques [11] to prevent possible risks caused

by query attacks.

Video Watching Behavior.When a user studies MOOCs, the

main activity is watching the MOOC videos. We collect the video
learning record from January 19, 2020 to November 3, 2020, covering

all 4, 124 courses. In this way, we obtain 154, 332, 174 raw data of

video watching logs. These data are student video ‘HeartBeat’ logs

at five-second intervals, i.e., every five seconds, the system records

what video that student is currently watching and what position

he is studying. This data is highly detailed, from which specific

learning trajectories of students can be inferred, including whether

they jumped video positions, watching speed, etc.
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Exercise Behavior. The record of doing exercises is the basis for
modeling the students’ mastery of knowledge [29]. It is a measure

of the outcome of the learning process. For each student, we record

the timestamp of completing each problem, the submitted answer,

the score of each student. Furthermore, for those problems that

students submitted answers multiple times, we preserve a history

of each submission. Finally, we obtain 133, 384, 333 problem-solving

records for data preparation.

Comment and Reply. Students’ online learning process is of-
ten accompanied by discussions and communication. These dis-

cussions not only reflect the social relationships among students

but also serve as important feedback on the course design. MOOC-

CubeX completes the storage of discussion content by using the

comments and replies obtained from the platform. Each comment
is attached to a certain video or exercises, started by a student and

replied by more students. Therefore, for each comment, we crawl
the text of it and attach the comment id to the corresponding video

id or exercise id, as well as the owner student id. For each reply,

we preserve the text information, its owner student id and original

comment id, and finally obtain 8, 422, 134 comment-reply records.

After the collection of these raw data, we obtained a sufficient

amount of course resources as well as rich student behaviors to

support the adaptive learning task. However, these data still cannot

be directly utilized by researchers: (1) the data are too detailed

to be brought to use and need to be reasonably aggregated; (2)

these resources are still loosely organized in terms of courses and

lack knowledge-level modeling; (3) the repository includes only

intra-course resources and lacks a large number of heterogeneous

external resources. Therefore, we propose a framework to process

the raw data and build a fine-grained concept graph to complete

the data curation, making MOOCCubeX a knowledge-centric and

high-availability repository.

3.2 MOOCCubeX Construction Framework
Figure 1 shows the framework of the construction of MOOCCubeX.

We first aggregate, align and label different types of course re-

sources and student behaviors into data cube with appropriate

granularity. Then, we design weakly supervised concept acquisi-

tion methods so as to construct a fine-grained concept graph for

MOOCCubeX without deploying heavy expert annotation. Finally,

we curate the overall data based on these fine-grained concepts, thus

fusing resources from inside and outside the MOOC. Specifically,

this framework consists of three main stages.

(1) Data Processing. Given the raw data from XuetangX, this

stage mainly addresses issues such as course classification, resource

deduplication, and reasonable data aggregation of student behavior,

which makes the resources more accessible.

(2) Fine-grained Concept Acquisition. In this stage, we de-

sign weakly supervised methods to extract fine-grained concepts

from the course video texts and discover the prerequisite relation-

ships among them to build a large concept graph.

(3) Data Curation. Based on the fine-grained concepts, we fur-

ther conduct concept annotation on other types of resources, so as

to re-organize the course resources. Furthermore, we employ fine-

grained concepts to correlate intra-course resources with diverse

external to complete the data curation.

4 IMPLEMENTATION
In this section, we introduce the implementation details of our con-

struction framework and present how to get access to the MOOC-

CubeX repository.

4.1 Data Processing
The raw data obtained fromXuetangX still hasmany pressing issues,

including low course relevance, duplication of some resources, and

overly granular student behavior. We designed separate solutions

to improve the data quality.

4.1.1 Course Classification. MOOC courses are independent of

each other, but this is not conducive to data query and storage, and

can significantly increase the number of annotation demands in

subsequent processing. Therefore, we enrich course associations

by grouping courses into subject classification systems. According

to the fields of Classification and code of disciplines
2
, three experts

label the field which the course belongs to. To control the granular-

ity of the classification, we labeled all courses to the second level

(88 candidate disciplines), thus forming a course discipline tree.

4.1.2 Resource Deduplication. Many popular courses are offered

repeatedly. Although they may be slightly tweaked, a large number

of course resources are duplicated, which obviously leads to prob-

lems such as data sparsity and redundant labeling. Therefore, we

conduct an initial filtration based on information such as course

name, teacher, and school to find repeated courses. We then accu-

rately match the video and the exercises using their content texts.

For each resource (video and exercise), we label it with a ccid. Re-

sources with the same ccid denote the same resources that recur

in repeated courses. The amount of deduplicated resources was

refined to 10.3% of the original size.

4.1.3 Student Behavior Integration. As mentioned in data collec-

tion, the students’ video watching data is ‘HeartBeat’ logs at five-

second intervals, i.e., every five seconds, the system records what

video that student is currently watching and what position he/she

is studying. Such data is not convenient to use, so we then further

process the learning behavior data into watching segments, i.e.,

each segment indicates which segment of the video the student

is watching (start and end time) and the playback speed at that

time. If there is a jump or pause in the video, it is considered a new

segment. Finally, we preserve 1, 852, 256 watching segments.

4.2 Fine-grained Concept Acquisition
Concepts refer to the knowledge concepts taught in courses, e.g.,

“Binary Search Tree” of Data Structure course. These concepts are

a summary of learning resources from a knowledge perspective.

In recent years, concept graphs have been very popular in many

topics related to adaptive learning, including knowledge discovery

in MOOCs, concept-based data organization, knowledge-enhanced

recommendation, and cognitive modeling [8, 9, 19]. A common

solution for concept acquisition is extracting concepts and their

relationships from educational texts [24, 41]. The previous course in-

formation collection stage provides rich textual resources, including

the subtitles of videos, the description of courses, teachers, schools,

2
The standard of GB/T 13745-2009. It is the current official version.
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and the content of exercises. However, high-quality concept acqui-

sition from these texts is challenging: costly manual annotation

is insufficient to cover large-scale MOOC resources, limiting the

selection of methods.

To tackle the challenge, we propose a weakly supervised fine-

grained concept extraction method, and then design an interactive

co-learning mechanism for discovering the prerequisite relation-

ships of concepts withminimal annotation. Besides, we only employ

the texts of video subtitles as the source, since the texts of other

resources are too short for concept acquisition.

4.2.1 Concept Extraction. In order to obtain high-quality concepts

from texts, a general solution is to divide the process into two

stages: candidate extraction (for recall) and concept ranking (for

precision). Due to the costly annotation, we use threemethods in the

candidates’ extraction stage, i.e., phrase mining, entity linking, and

named entity recognition, which are mainly supported by external

knowledge graphs and a small amount of annotation. As for the

concept ranking stage, we employ a cluster-based unsupervised

method [41] to determine the extraction quality.

Candidate Extraction. Concept candidates are selected as the

union of the following three extracted sets.

(1) Phrase Mining.We select the noun-phrase titles of Chinese

Wikipedia
3
as a phrase table. These phrases are crowdsourcing

annotated high-quality entities. So we preserve the phrases in the

phrase table for each video that appear in its subtitles as concept

candidates.

(2) Entity Linking. Entity linking aims to discover the mentions

of an external knowledge base. For each video, we perform entity

linking with XLink [42] and select linked entities as concept can-

didates, which can help us to extract the concepts of large-scale

knowledge base Xlore [16].

(3) Named Entity Recognition. We adopt pre-trained language

models for fine-grained concept extraction. The training scheme

can be regarded as Named Entity Recognition with a single category.

If a phrase appearing in the video subtitle is a concept, then we an-

notate its span as a “named entity”. For each discipline, we annotate

concepts from 120− 150 videos’ subtitles of 20− 30 random courses.

We then fine-tune RoBERTa [4] with token classification loss by

Huggingface Transformers [38]. We concatenate a video’s titles be-

fore its subtitles as hints, separated by a special token [SEP]. Finally,

we run prediction on all video subtitles and select phrases with

confidence larger than 0.85 as concept candidates. Experimental re-

sults show that RoBERTa-NER method extracts more fine-grained

concepts than phrase mining and entity linking.

ConceptRanking. Employing concept clusters to build a course

concept space has been proven to be effective in unsupervised

concept ranking. Therefore, to improve the precision of extracted

concepts, we follow the idea of Yu et al. to cluster each course’s

concepts into 15 clusters by its BERT embedding with K-means

and select those in the top 2 highest scored clusters as machine

extracted concepts of the course. The score of cluster 𝑗 ∈ {1..15} is
calculated by

𝑠𝑐𝑜𝑟𝑒 ( 𝑗) = min

1≤𝑖≤10
𝑑 (𝑠𝑖 , 𝑐 𝑗 )

3
https://zh.wikipedia.org

where 𝑠𝑖 and 𝑐 𝑗 are the center of 𝑖-th seed cluster and 𝑗-th candidates,

𝑑 (·, ·) is cosine similarity function of BERT embedding and the

labeled seed concepts of each discipline is clustered into 10 clusters.

4.2.2 Prerequisite Discovery. The prerequisite relation among con-

cepts indicates whether concept A is beneficial for understanding

concept B [12]. However, the sparsity of this relationship poses a

challenge for the annotation and extraction [20]. In MOOCCubeX,

we propose an interactive co-training method that combines a

text-based method and a graph-based method for discovering such

relationships. To reduce the label costs, we ensemble our text model

and graph model results to automatically generate candidate pairs

and manually find out the positive pairs.

MethodBuilding.Weproduce a text-basedmethod and a graph-

based method for prerequisite relation discovery, which are two

main typical methods in this task.

Text-based Method. We apply a simple neural network classifier

to predict whether a concept pair has the prerequisite relation. A

concept consists of several tokens. Unlike previous neural models

that use fixed word embeddings, we employ a text encoder of BERT

[6], to obtain the embedding of a concept. We take the output

vector at the end position and the “[CLS]” token as the embedding

vector for LSTM and BERT, respectively. Then we concatenate two

embeddings of the concept pair and predict the binary score.

Graph-based Method. Similar to text methods, we employ graph

encoders to obtain concept embeddings first, e.g. Graph Attention

Networks (GAT) [36] to obtain concept embeddings through their

initial representations and the graph structure between them. Then

we concatenate two embeddings of the concept pair and predict

the binary score. For the initial representation of a concept, we

averaging the embeddings from text encoders of it. For the graph

structure between concepts, we utilize each MOOC course’s video

order of the course. Since courses are taught in a cognitive order, we

can infer that concepts in a video may have prerequisite relations

with concepts in the following videos.

Interactive Labeling. To reduce the label costs, we ensemble

our text model and graph model results to automatically generate

candidate pairs and manually find out the positive pairs. Specifi-

cally, our method takes the previously labeled positive pairs and

randomly sampled negative pairs as training data and ranks other

pairs according to the predicted probability. Then experienced an-

notators label the top pairs with higher positive probability. And

another experienced annotator checks the positive pairs and re-

moves graph cycles to keep the topology. Except for the initial

iteration that we manually label a small number of seed positive

pairs, this generation and labeling process repeats alternately mul-

tiple times until we have enough positive pairs.

4.3 Data Curation
Facilitated by the construction of the fine-grained concept graph, we

can enrich the association of the heterogeneous MOOC resources

and integrate more types of external resources. For the heteroge-

neous MOOC resources, we conduct concept annotation on them to

link them in the concept graph. For external resources, we integrate

them into existing resources through concepts for data curation.

https://zh.wikipedia.org
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CourseId CName Field ChapterId VideoId VideoText ExerciseId ProblemId ProblemText PType

C_1729
Artificial
Intelligence CS L_4522 V_59697

AI is the intelli
-gence exhibited by
machines or software.

Ex_7552 Pm_14512

Which of the follow
-ing are the research
fields of AI? A:...

0

Ex_7554 Pm_14520

What is the AI
method to represent

information by symbols
and their relationship?

2

Table 1: An example of course resource in MOOCCubeX. The example shows the meta information, teacher, school, a video
and its corresponding two problems in course Artificial Intelligence. Phrases in blue are concepts.

UserId CourseId CName VideoId ExerciseId ProblemId Answer Comment Reply Time

U_112 C_1729
Artificial
Intelligence

V_59697 \ \ \ Is the Turing
test complete? \ 2020-04-20 16:57:50

\ Ex_7552 Pm_14512 A \ \ 2020-04-21 10:14:13

\ Ex_7554 Pm_14520 Symbolicism \ \ 2020-04-23 14:29:06

V_59703 \ \ \ \

I think under
-standing and
intelligence are
two things...

2020-04-26 21:35:45

Table 2: An example of student behavior in MOOCCubeX. The example shows the video watching behavior, exercise behavior
and comment and reply behavior of student U_112 in course Artificial Intelligence. Phrases in blue are concepts.

4.3.1 Multi-resource Concept Annotation. ExistingMOOC resources

retain only very sparse connections through the course structure.

By linking various resources to the fine-grained concept graph, we

can enrich their knowledge-level connections. As the concepts are

extracted from video subtitles, the videos are naturally annotated

with fine-grained concepts. However, other types of resources are

still lack of concept annotation. For each course, its concepts are the
union of its video concepts. For the exercises, comments and replies,
we first select the concepts of the videos in the same chapter as

candidates and then employ their BERT embedding to match top

1 − 3 concepts, according to the threshold 0.8 of cosine similarity.

As a result, each MOOC resource is linked to the concept graph.

Measured in terms of 10 common concepts, each course is corre-

lated with 26 other courses. And respectively measured in 3 and 1

common concepts, each video has 422 related videos and each exer-

cise has 364 correlations, showing the richness of knowledge-based

resource connections.

4.3.2 External Resource Curation. Based on concepts, we further

search for diverse external resources as a supplement. Academic
Papers: We crawl 10 corresponding papers from ArnetMiner [34]

for each concept. Blogs and Technical QA: Employing concepts as

keywords, we crawl related blogs from CSDN
4
and technical QA

content fromZhihu
5
. This type of data is also saved toMOOCCubeX

and associated with in-class resources through concepts.

4
https://www.csdn.net/. One of the largest computer technical blog sites in China.

5
https://www.zhihu.com/. A famous Chinese question-and-answer website.

4.4 Availability
Our repository is now publicly available on https://github.com/

THU-KEG/MOOCCubeX. All the collected courses, videos, exer-

cises, student behaviors, and external resources are presented in

corresponding subpages and are free to download. Table 1 and 2

shows the data example after the concept-based curation. Specially,

we provide researchers with two toolkits for an easy and quick

start with our repository: 1) MOOCCube Dataset Builder toolkit; 2)
MOOCCube Concept Helper toolkit.

• MOOCCube Dataset Builder. This toolkit is built for eas-
ily constructing individual datasets for diverse adaptive learning-

related tasks. We package 10 common operations for querying

different types of data in MOOCCubeX. These operations can also

be combined for building more complex datasets.

• MOOCCube Concept Helper. Researchers can utilize our

published methods as introduced in Section 4.2, for concept extrac-

tion and prerequisite discovery. Following the guidance of these

methods, researchers can build fine-grained prerequisite concept

graphs with a small number of annotations.

We will continue to update the content of MOOCCubeX, includ-

ing the ongoing addition of more prerequisite relations of some

specific disciplines, and regular updates to the student behaviors.

The user privacy protection will also follow the anonymization

process as in Section 3.1.

5 EXPERIMENT
In this section, we reveal the characteristics of MOOCCubeX by

presenting statistics and comparing them with other educational

https://www.csdn.net/
https://www.zhihu.com/
https://github.com/THU-KEG/MOOCCubeX
https://github.com/THU-KEG/MOOCCubeX
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Dataset Course Video Exercise Chapter Concept Prerequisite Student Prof. Prob. Disc. Behavior External

PRL 20 1.3k ✗ ✗ <1k 3.5k ✗ ✗ ✗ ✗ ✗ ✓

UniCourse 654 ✗ ✗ ✗ <1k 1.1k ✗ ✗ ✗ ✗ ✗ ✗

NPTEL 38 <1k ✗ ✗ <1k 1.5k ✗ ✗ ✗ ✗ ✗ ✗

ASSISTment ✗ ✗ 26.6k ✗ <1k ✗ 4.2k ✗ ✓ ✗ 347k ✗

KDD Cup 2015 39 ✗ ✗ ✗ ✗ ✗ 112k ✗ ✗ ✗ 1319k ✗

EdNet 1,021 ✗ 13.2k ✓ <1k ✗ 298k ✗ ✓ ✗ 89270k ✗

TutorialBank ✗ ✗ <1k ✗ ✗ <1k ✗ ✗ ✗ ✗ ✗ ✓

LectureBank 60 ✗ ✗ ✓ <1k <1k ✗ ✗ ✗ ✗ ✗ ✓

MOOCCube 706 38.1k ✗ ✗ 106k 17.6k 199k ✗ ✗ ✗ 4874k ✓

Our 4,216 230k 358k ✓ 637k 126.7k 3330k ✓ ✓ ✓ 296138k ✓

Table 3: Statistics of existing Educational datasets. Prof., Prob. andDisc. are the abbreviations of user profiles, exercising records,
and discussions. Behavior is the sum of raw behavior records.
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Figure 2: Comparison with MOOCCube. The Figure shows
the difference of Concept Distribution.

At the end of the previous lesson, we had introduced the 
AVL tree. This is a typical moderately balanced binary 
search tree. You will recall that we need to define and 
introduce a metric called the balancing factor for each node
and require that all nodes in the tree have a balancing factor 
between -1 and +1 …

Concepts in MOOCCube Fine-grained Concepts in MOOCCubeX

Figure 3: An example from the “Data Structures and Algo-
rithms” course, comparing the concept richness between
MOOCCube andMOOCCubeX. The underline indicates that
the concept is complemented by MOOCCubeX.

datasets. Furthermore, we conduct an adaptive learning recommen-

dation task upon MOOCCubeX as an usage example.

5.1 Characteristic
We select several famous education datasets for comparison, which

can be divided into three categories: Educational knowledge dis-

covery datasets, i.e., PRL [23], UniCourse [20] and NPTEL [30];

Learning analytics datasets, i.e., ASSISTment [9, 28], KDD Cup [5],

EdNet [3]; Integrated educational resources dataset, i.e. Tutorial-

Bank [8], LectureBank [19], MOOCCube [40].

Coverage. Our dataset contains rich concept-based background

knowledge (as in the knowledge discovery datasets), fine-grained

records of a large number of student behaviors (as in the learn-

ing analytics datasets, such as Assessment, KDD Cup). Meanwhile,

MOOCCubeX contains more diverse data resources than the ex-

isting integrated datasets (such as TutorialBank, LectureBank), in-

cluding exercises, course structures, multiple student behaviors, etc.

Compared with the other open-access education datasets, MOOC-

CubeX is excellent for both data size and data richness.

Supported Tasks. The limited scale or lack of data can directly

lead to some adaptive learning tasks not being supported. In Table

4, we compare the MOOCCubeX’s supporting tasks with existing

representative datasets (UniCourse for educational Knowledge Dis-
covery, EdNet for Learning Analytic and MOOCCube for Integrated
datasets.). It is not difficult to observe that the limited scale or lack

of data can directly lead to some adaptive learning tasks not being

supported. While the existing dataset mainly serves the correspond-

ing domain, MOOCCubeX can adequately support various adaptive

learning-related tasks.

Concept Quality. To evaluate the quality of extracted concepts

and prerequisite relationships, we randomly select 200 videos from 6

courses in different disciplines for expert annotation and evaluation.

Three experts of the corresponding domain need to annotate: (1)

the concepts of the videos (2) the relationships among the given

concepts. The annotation results are double-checked. Finally, the

F1-score of concept extraction on the evaluation set is 0.861, and

the F1-score of prerequisite discovery is 0.905, reflecting the high

quality of our concept acquisition.

Concept Richness. As a concept-based knowledge repository,

we focus on comparing the richness of the concept part with the

preliminary version of MOOCCube. We have 6 times the number of

concepts thanMOOCCube [40]. Aftermatching our course to its, we

compare the concept distribution among courses. As Figure 2 shows,

91% of the matched 302 unique courses in our repository contains

more concepts than MOOCCube. Figure 3 shows an example of

the concepts in the “Data Structures and Algorithms” course. From

which we can see that the coarse-grained concept suffers from
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Direction Task UniCourse EdNet MOOCCube MOOCCubeX

Adaptive

Content

Concept Extraction ✗ ✗ ✓ ✓

Prerequisite Discovery ✓ ✗ ✓ ✓

Resource Evaluation ✓ ✗ ✓ ✓

Adaptive

Assessment

Knowledge Tracing ✗ ✓ ✗ ✓

Cognitive Diagnosis ✗ ✓ ✗ ✓

Dropout Prediction ✗ ✓ ✓ ✓

Social Network Analysis ✗ ✗ ✗ ✓

Adaptive

Sequence

Educational Recommendation ✗ ✓ ✓ ✓

Learning Path Planning ✗ ✗ ✓ ✓

Table 4: The Adaptive Learning tasks supported by different data repositories.
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Figure 4: The distribution of student behavioral data.

incompleteness (binary search tree) and ambiguity (tree). With the

utilization of fine-grained concepts, concepts such as AVL tree and
balancing factor in the course are discovered, resulting in more

accurate modeling of the course content.

Student Behavior. (1) Video watching. Although we employ

video segments to process the raw data, the student behavior in

real MOOCs is still sparse. The popularity of videos varies a lot. As

shown in Figure 4, the frequency distribution of video watching is

long-tailed. Among all students, 28.5% of the total have watched

the most popular video. However, 39.2% of the total videos have

only been watched once, which shows the extreme unbalance of

the data distribution. (2) Exercising and Problem Solving. On the

contrary, the exercising behavior is more balanced and appears

like a normal distribution. When we investigate deeper into the

finishing situation of a specific problem, we can find that each

frequency interval is also very balanced. One potential reason of

this phenomenon is that final grades and certificate issuance in

MOOCs are highly correlated with participation in homework and

exercising. Such data characteristics can be further analyzed by

pedagogical researchers in order to develop instructional models

that improve course engagement.

5.2 Application
One of the major aspects of adaptive learning is Adaptive Sequence,

e.g. the sequential recommendation of learning resources [27]. We

conduct this task on MOOCCubeX to evaluate the capability of this

dataset and discuss how it can be used to conduct related studies.

Following recent efforts [21], we define this task as recommend-

ing the next video to the student based on the student’s historical

video learning sequence. This task not only requires good modeling

of student behaviors but also considering the role of the knowledge

embedded in the videos, the structure of the courses, etc.

5.2.1 Dataset Construction. We select all of the students’ video

watching segments from January 19, 2020 to November 3, 2020,

covering 230, 263 videos from 4, 126 courses. Filtering the records

shorter than 20, we have the videowatching sequences of 33, 650 stu-

dents. Thenwe utilize the concept_finder and course_info_finder
from MOOCCubeX Dataset Builder toolkit to get the concepts and

course information corresponding to the videos.

5.2.2 Baselines. We reproduce several baselines from sequential

and educational recommendations. Themodels of these baselines in-

clude CNN, RNN, GNN, Bayesian Networks and even pre-training.

• KSS [21], a simple baseline for learning decision, which ranks

the videos according to the course syllabus and video order;

• GRU4Rec [14], a widely-used session-based recommendation

model based on GRU architecture;

• CASER [33], which employs CNN in both horizontal and ver-

tical way to model high-order MCs for sequential recommendation;

• TrueLearn [1], an educational recommendation method that

utilizes a family of Bayesian Networks.
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• KGAT [37], a GNN-based method that employs the back-

ground knowledge graph for a better recommendation. Suchmethod

is reproduced on the concept co-occurrence network.

• BERT4Rec [32], a typical pre-trained recommendation model

based on bidirectional Transformer architecture like BERT.

5.2.3 Evaluation Metrics. To evaluate these models, we adopted

the leave-one-out evaluation, which has been widely used in [13,

17, 32, 33]. For each user, we hold out the last item of the behavior

sequence as the test data, treat the penult as the validation set, and

utilize the remaining items for training. The models are evaluated in

the Random Negative Sampling setting: rank each ground truth item
in the test set with 100 randomly sampled negative videos that the

user has not watched. We employ two typical evaluation metrics,

including Normalized Discounted Cumulative Gain (NDCG) and

Recall. We report the top-k NDCG and Recall (k = 1, 5, 10). For all

these metrics, the higher the value, the better the performance is.

Note that NDCG@1 is equivalent to Recall@1 since we only have

one ground truth item for each user.

5.2.4 Result Analysis. The experimental results are shown in Table

5. From the analysis of these results, we can understand the char-

acteristics of the MOOCCubeX from a practical use perspective.

Moreover, we provide some insights for subsequent research based

on this investigation.

Convenience.MOOCCubeX conveniently accommodates the

varying data needs of baselines. Methods with diverse base models

can be adequately tested on it. And the process of dataset generation

is smooth and easeful, which meets the expectations of our design.

Non-sequential Behaviors. KSS heavily underperforms our

estimates. At the same time, the performance of the sequential rec-

ommendation models (GRU4Rec, CASER) is still acceptable. This

phenomenon indicates that students’ actual video watching be-

haviors are not following the preset order. Therefore, adaptive

recommendations for online education are an urgent need to guide

students on a more appropriate learning path. In addition, exploring

andmining the information implied by students’ learning sequences

may be a promising direction for research.

Technique Selection. For one thing, as evidenced by KGAT’s

impressive performance at the @5 level, it is promising to focus

on the knowledge behind educational resources in future research

due to the high correlation between education and knowledge. For

another thing, the BERT4Rec achieves surprising results. As the

pre-training methods have made a big splash in NLP field, the field

of adaptive learning, supported by sufficient and complete data,

may be completely dominated by such new methods in the future.

6 IMPACT
In this section, we first highlight the impact of MOOCCubeX on rel-

evant research directions and then analyze which research groups

will benefit from this repository.

Impact on Educational Technology Promotion. Applying
advanced technologies into adaptive learning is a major trend, e.g.,

Self-attention in knowledge tracing [25], heterogeneous graph con-

volution in prerequisite discovery [15], etc. These attempts require

large-scale, high-quality data, and as much side information as

Model

Metric@1 Metric@5 Metric@10

NDCG NDCG Recall NDCG Recall

KSS 0.98 2.90 4.94 4.50 9.94

GRU4REC 45.14 53.47 61.55 61.79 65.81

CASER 33.57 46.51 48.87 59.46 66.84

TureLearn 37.61 40.25 44.99 52.86 59.84

KGAT 42.30 50.72 63.87 67.95 74.45
BERT4Rec 60.34 65.13 69.34 66.12 72.40

Table 5: Results of learning recommendation task. Results
in the table are percentage numbers with ‘%’ omitted.

possible. The wealth of information covered by MOOCCubeX can

provide ample sustenance for these new technologies and tasks.

Impact on Educational Theoretical Exploration. In recent

years, researchers in education science have diligently pursued

the exploration of a unified theoretical framework for adaptive

learning. Shaffer et al. propose Epistemic Frame Theory [31], which

analyzes the network constructed from multiple learning factors.

Meanwhile, Tsai et al. propose the idea that connecting the analysis

results among individual tasks is incredibly valuable for mining the

inner logic of learning analytics [35]. As a repository containing

most of the data types required for related tasks, MOOCCubeX will

play an indispensable role in theoretical exploration.

Beneficiary Groups. The beneficiary groups of MOOCCubeX

include the researchers of education data mining, learning analytics,

adaptive learning, knowledge discovery, as well as the researchers

from pedagogy who devote themselves to the theory exploration.

MOOCCubeX also welcomes industry developers from AI-powered

education to validate next-generation educational products.

7 CONCLUSION AND FUTUREWORK
We present MOOCCubeX, a large, knowledge-centered reposi-

tory consisting of 4, 216 courses, 230, 263 videos, 358, 265 exercises,

637, 572 fine-grained concepts and over 296 million behavioral data

of 3, 330, 294 students, for supporting the research topics on adap-

tive learning in MOOCs. With a high-coverage data collection of

diverse teaching resources and the behavioral data of the entire

learning process, we extracted a large, fine-grained concept graph

via weak supervision, and employ it to complete the heterogeneous

data curation. The repository is now publicly available with our

provided toolkits. We also conduct adaptive learning application to

illustrate the usage of MOOCCubeX, and discuss some insights of

future directions based on the experimental results.

There are several promising paths for future work. For Data

Mining, Artificial Intelligence researchers, one of the most urgent

concerns is to apply advanced but data-intensive techniques to ex-

isting adaptive learning tasks. Simultaneously, mining the patterns

of different student behavior data is probably instructive for a large

number of subsequent researches. For researchers in educational

fields such as learning analytics, MOOCCubeX provides data that

can support the investigation of associations between different

learning analytics tasks, which can validate the hypotheses of rel-

evant theories. We hope that the establishment of MOOCCubeX

will call for more efforts in the related topics of adaptive learning.
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